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Executive Summary

The vision of the QUADRATURE project is to enable the scalability of quantum comput-
ers by adopting a multi-core architecture, in which multiple (relatively) small quantum
processors are combined together to yield a larger computing power. Realizing this
vision requires, among the several technologies and components to be developed, to
demonstrate a wireless communication link (for classical non-quantum data) between
different quantum cores. Towards this goal, the first step has been to analyze the sys-
tem requirements and map them into the specifications for the wireless transceiver,
which will be used in the follow-up phase as a guideline to design and prototype the in-
tegrated circuits implementing those functionalities. This report describes the wireless
link specifications resulting from this process and their rationale.

The number of entangling operations between the cores has been analyzed by
simulating the running of several benchmark quantum algorithms. Combining this in-
formation with a limit on the latency of the data exchange due to the limited qubit
coherence, the data rate of the classical wireless link has been estimated, concluding
that a 12-Gbps data rate would be sufficient to support an 8-core processor while en-
suring 99.9% fidelity, in the worst case. Larger computers and higher fidelity can be
supported in the future by augmenting the frequency and spatial diversity and by fine-
tuning the quantum-traffic estimation. The transmission frequency for the wireless link
is chosen to be 28 GHz by considering the effect of undesired emission of the classical
transmitter on the fidelity of the quantum link, the power efficiency of the power ampli-
fiers, the transceiver power consumption, the antenna size, and practical limitations of
the available measurement setups. Based on those design choices for the data rate
and the transmission frequency together with the developed electromagnetic model of
the wireless channel, the link-budget optimization led to the following high-level spec-
ifications for the transceiver: a signal bandwidth of 2 GHz with 64-QAM modulation
scheme, a transmitting output power of -1 dBm and a receiver noise figure of 5 dB. The
feasibility of those specifications has been verified by mapping them on the practical
design of both the transmitter and receiver, which resulted in a power estimation com-
patible with the 100-mW power budget set by the system requirements. In addition
to deriving the specifications, advanced techniques are proposed for augmenting the
performance of the wireless link by exploiting the reverberant static characteristic of
the wireless channel with the time-reversal technique.

The results presented in this report can be used as the basis for the implemen-
tation of the cryogenic integrated-circuit prototype(s) of the wireless transceiver, thus
allowing the project partners in the QUADRATURE’s Work Package 2 (WP2) to start
the transceiver’s circuit design without any delay.
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Abbreviations and Acronyms

NoC Network-on-Chip

QC Quantum Computing

BW bandwidth

QAM quadrature amplitude modulation

NF Noise figure

SNR Signal-to-noise ratio

TX Transmitter

RX Receiver

AWGN Additive white Gaussian noise

Tnoise Noise temperature

Tref Reference temperature

RT Room temperature

BER Bit error rate

EVM error vector magnitude

FSPL Free space path loss

PAPR Peak to average power ratio

OFDM orthogonal frequency division multiplexing

RMS Root mean square

LO Local oscillator

LOFT LO feedthrough

DAC Digital-to-analog converter

PA Power amplifier

QN Quantization noise

PN Phase noise

4



QUADRATURE D2.1 HORIZON-EIC-PATHFINDEROPEN-101099697

!0 Qubit Larmor frequency

!c Carrier frequency of Qubit Control Pulse

!R Qubit Rabi frequency

B0 Static Magnetic Field

F 0 Infidelities of qubit operation

� Rotation angle of qubit operation

ENBW Equivalent Noise Band Width

IQmis I/Q mismatch

GDV Group delay variation

DC Direct Current

RF Radio frequency

AM amplitude Modulation

PM Phase modulation

PBO Power back-off

OP1dB Output 1dB compression point

ADC Analog-to-digital converter

SQNR Signal-to-quantization-noise ratio

PSD Power spectral density

LNA Low noise amplifier

SiGe BiCMOS Silicon Germanium Bipolar Complementary Metal-Oxide-Semiconductor

HBT Heterojunction Bipolar Transistor

FETs Field-effect transistors

CT Cryogenic temperature

Jc Collector Current Density

TDC Time-to-Digital Converter

LPF Low-pass Filter

VCO Voltage Controlled-Oscillator

SFDR Spurious Free Dynamic Range

HQA Hungarian Qubit Assignment
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QFT Quantum Fourier Transform

Mbps Mega Bits per Second

Gbps Giga Bits per Second

QVol Quantum Volume

MAC Media Access Control
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1. Introduction

The vision of the QUADRATURE project is to enable the scalability of quantum comput-
ers by adopting a multi-core architecture, in which multiple (relatively) small quantum
processors are combined together to yield a larger computing power [4]. Realizing this
vision requires the implementation of a number of different components, as shown in
Fig. 1.1, and the development of several innovative technologies, such as multi-core
compilation of quantum algorithms, inter-core quantum communication, and classical-
data inter-core communication.

This report focuses on the classical-data inter-core communication. During the exe-
cution of the quantum algorithm, it should be possible to entangle qubits from different
cores1. Typical entangling protocols require the exchange of both classical and quan-
tum information among the cores. Similar to the current trends in Network-on-Chip
research, a wireless communication channel has been proposed in QUADRATURE for
its �exibility [4]. This report describes the requirements that such wireless communi-
cation should satisfy to support the needs of the system and maps such requirements
on the speci�cations for the receiver and the transmitter. Those speci�cations will
then be used as the basis for the implementation of the integrated-circuit prototype(s)
of the wireless transceiver. Unlike standard wireless transceiver, the QUADRATURE
transceiver will operate at cryogenic temperature (at 4 K) due to the need of operating
in close proximity to the cryogenic qubits, and will operate in the enclosed and static
environment of a cryogenic chamber. Those aspects both introduces signi�cant chal-
lenges, such as the limited power consumption (< 100 mW/transceiver), and allow for
innovative design choices, e.g., a possible static calibration of the wireless-channel
response.

As the system requirements span over the whole project and over multiple Work
Packages (WP), several partners contributed directly or indirectly to the system anal-
ysis and the drafting of the system requirements. In particular, the partners in WP3,
mainly UPC, performed an analysis of the traf�c between the cores and simulated the
electromagnetic response of the wireless channel, with input from UoS and EQUAL1
on the physical geometry of the proposed quantum computer. Within WP2, TUD anal-
ysed those requirements to derive the speci�cations for the transceiver and mapped
them, in collaboration with EPFL, on possible implementation of the transmitter and
receiver circuits, which will be implemented in the future by TUD and EPFL.

It is important to point out that, at such an early stage of the project, the system
requirements are based on a number of assumptions that will necessarily need to
be adapted along the progress made across the different research directions within
the project, e.g., advances in the compilation strategies and more accurate simulation

1This is necessary to ensure that the computational power of the whole quantum computer scales
exponentially with the number of qubits, as necessary to achieve the so-called quantum speed-up or
quantum advantage, instead of just proportionally with the number of cores.
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Figure 1.1: The vision of QUADRATURE: many quantum-processor cores connected
by both classical woreless channels and quantum entangling channels to enable

scalabity of the quantum computer.

tools will re�ne the traf�c pro�ling and alter the requirement on the wireless channel
data rate, or changes in the system geometry induced by the quantum-communication
medium may affect the channel response. Still, deriving a complete set of speci�ca-
tions is a crucial starting point for enabling the relevant part of the consortium (TUD +
EPFL) to start the experimental validation of the wireless infrastructure. In the following
chapters, several assumptions have been made based on the current understanding
of the system and the state of the art. A few design choices are also made as a bal-
ance between what can be implemented right now (based on the current state of the
art) and the push to go beyond the state of the art to explore fundamental limitations
that could limit the system performance.

1.1 Organization of the report

As a �rst step, running a few benchmark quantum algorithms is simulated on a few
prototype architectures of the multi-core quantum computer. By analysing the number
of entangling operations between cores, the amount of data to be exchanged is simu-
lated, and by posing a limit on the latency of the data exchange due to the limited qubit
coherence, the data rate of the wireless communication is derived in Chapter 2.

Chapter 3 analyses the different trade-offs for choosing the RF frequency of the
wireless channels, such as the size of the transmitting and receiving antennas, the min-
imization of interference on the qubit operation, the power dissipation in the transceiver
electronics, and practical limitations in the experimental validations.

Chapter 4 presents a physical electromagnetic model of the wireless channel, used
to identify speci�c features that affect the link budget analysed in Chapter 5 and the

www.quadrature-project.eu 14 February 28, 2024
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design of the transmitter and the receiver, whose implementation feasibility is studied
in Chapter 6 and 7, respectively.

Finally, Chapter 8 presents a proposal for advanced functionalities of the transceiver
that could exploit the speci�city of the proposed system to alleviate some of the im-
plementation challenges and result in higher performance. The conclusions are drawn
and summarized in Chapter 9.

www.quadrature-project.eu 15 February 28, 2024



2. Data rate analysis

2.1 Traf�c Analysis

In this Section, we estimate the bandwidth needed for the wireless channel within
the scope of QUADRATURE's architectural proposal. Throughout the execution of
a quantum circuit in a modular architecture, qubits need to be moved across cores,
making sure every time two qubits interact, they are placed within the same core. It
is the compiler's task to minimize the number of quantum state transfers along the
execution of the circuit.

We assume the case where quantum states are transferred across modules using
the teleportation [14] protocol (see Figure 2.1). The task for the wireless channel is
to communicate the measurement bits to correct the possible bit- or phase-�ip in the
destination qubit (j� + i B in Figure 2.1.

2.1.1 Packet Size

In order to perform a teleportation, we need to transfer the two measured bits in the
circuit (associated with bit- and phase-�ips) and an identi�er of the destination qubit,
to which these corrections should be applied. Therefore, the packet size to transmit for
each inter-core quantum state transfer is as follows:

packet size = destination id + 2

Remains to de�ne the size of the destination id . Since it is still unclear how cores
will be connected among them, we analyze two scenarios:

• 1 communication qubit per core: in this scenario, each core has a single phys-
ical qubit devoted to communication. This qubit will always hold one part of the
entangled state. Therefore, in order to identify which operations we need to per-
form for the quantum teleportation to be successful, we only need to know in
which core the corrections will happen (the destination core of the teleportation).

destination id = dlog2(#Cores)e

Figure 2.1: Teleportation Circuit
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• Enabling all qubits for communication: in this other scenario, each physical
qubit can be used to perform teleportation. Each qubit in the processor (regard-
less of the core where the qubit is located) has an identi�er, ranging from 0 to
#Qubits .

destination id = dlog2(#Qubits )e

2.1.2 Methodology

To estimate the required bandwidth, we compile, using the Hungarian Qubit Assign-
ment (HQA) algorithm [11], four different quantum algorithms onto a modular architec-
ture with different topologies. We �x the number of qubits per core to 64 and increase
the number of cores in the architecture up to 16 (for a total of 1024 qubits).

The selected circuits represent a diverse set of quantum algorithms. We compile
two unstructured algorithms (Random Circuit and Quantum Volume Circuit) and two
structured instances (Quantum Fourier Transform and Cuccaro Adder). The algorithms
have been obtained from the Qiskit circuit library.

For the compilation, we �rst split each circuit into timeslices, the set of gates that
can be executed simultaneously. HQA obtains, for each timselice, an assignment of
qubits to cores, aiming to minimize the number of quantum state transfers between
timeslices.

Three different core connectivities have been tested. All-to-All, where all cores are
connected to one another (graph diameter = 1), Line, where cores are connected in
a 1D array structure (graph diameter = number of cores), and Ring, where cores are
connected in a circular way (graph diameter = number of cores / 2).

The number of classical bits we need to transfer over the wireless channel depends
on the number of non-local communications and the desired packet size.

Once the number of bits to transfer is set, the time devoted to using the wireless
channel remains to be de�ned. A lower communication time results in a higher band-
width.

Considering the qubit decoherence time, we de�ne the necessary communication
time within the qubit lifetime. Relying on the experimental results from [31], the de-
coherence time of electron spin qubits (without implementing the dynamic decoupling
technique for extending the qubit lifetime) is T2 = 268 �s . Assuming an exponential de-
cay of the qubit coherence over time, the qubit coherent state after t �s can be obtained
from e

� t
T2 .

In the results presented, the bandwidth was obtained compared to the coherence
of the qubits after the communication time.

2.1.3 Results

The maximum number of teleportations required to execute the chosen circuits is de-
picted in Figure 2.2. This value is obtained by assigning qubits to cores for each
timeslice and represents the highest number of teleportations necessary to ful�l two
consecutive assignments.

Using the number of teleportations needed and packet size, we can estimate the
bandwidth needed (inversely proportional to the communication time) and relate it to
the decoherence induced by the idling time of the qubits waiting for the classical com-
munication to happen.
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(a) Random Circuit. (b) QFT.

(c) Cuccaro Adder. (d) Quantum Volume.

Figure 2.2: MAX non-local communications per timeslice for different core connectivi-
ties.
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(a) Bandwidth and Coherence for a 1024-qubit system.

(b) Bandwidth and System Size for transmis-
sion time of 5�s .

(c) Bandwidth and System Size for transmis-
sion time of 100ns.

Figure 2.3: Results for packet size = dlog2(#Cores)e+ 2

Figures 2.3 and 2.4 depict the bandwidth needed for the different packet sizes. Fig-
ures 2.3a and 2.4a show the decoherence induced to the qubit for different bandwidths
(the lower the bandwidth is, the higher the idling time id, and thus the decoherence of
the qubit increases). Figures 2.3b, 2.4b and 2.3c, 2.4c show the bandwidth needed
for a �xed coherence when increasing the system size, meaning the number of cores
increases by one, incrementing the total number of qubits by 64 (number of qubits per
core is �xed to 64).

Table 2.1 shows, for the smaller packet size, the needed Mbps for some �xed co-
herence.

2.2 Speci�cations on the data rate

The data rate requirements in Table 2.1 cover a wide range from just 2 Mbps up to al-
most 600 Gbps, with a strong dependence on the type of algorithm, the achieved qubit
�delity, and the number of cores. While it is clear that a higher data rate can support a
larger system or a system with higher performance, e.g., higher �delity, there are strin-
gent limitations on the power consumption of the transceiver due to the limited cooling
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(a) Bandwidth and Coherence for a 1024-qubit system.

(b) Bandwidth and System Size for transmis-
sion time of 5�s .

(c) Bandwidth and System Size for transmis-
sion time of 100ns.

Figure 2.4: Results for packet size = dlog2(#Qubits )e+ 2

Random QFT Cuccaro QVol
Coherence 8 16 8 16 8 16 8 16

0.9999 103.353 463.857 10.447 30.446 2.611 6.716 124.247 598.179
0.999 10.330 46.364 1.044 3.043 261 671 12.419 59.790
0.99 1.028 4.615 103 302 25 66 1.236 5.952
0.9 98 440 9 28 2 6 117 567

Table 2.1: Bandwidth needed (Mbps) for different circuits, number of cores (8, 12, and
16), and desired coherence for the line (most restrictive) topology.
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budget of existing cryogenic refrigerators. Considering a total power budget below 100
mW for the whole transceiver, the data rate should not signi�cantly exceed the require-
ments of the 5G standard [1], for which such power budget and practical integrated im-
plementation are deemed realistic. As a consequence, we choose to limit the data rate
to 12 Gbps . As shown in Table 2.1, such data rate would directly support an 8-core
processor with 99.9% �delity , which would represent a very signi�cant milestone
for quantum computing. In addition, such a baseline scenario assume a single wire-
less channel at a single frequency shared in time multiplexing by all the transceivers
in each core. Once such a point-to-point communication is demonstrated, frequency
multiplexing could be relatively easily added by using more channels in the spectrum,
noticing, as it will be explained in Chapter 3, that a large amount of the spectrum is
available since no wireless standard or regulation must be enforced. Furthermore, as
proposed in Chapter 8, the system may be augmented with spatial diversity by adopt-
ing advanced transceiver functionalities. Spatial and frequency diversity together could
realistically increase the data rate by 50� , bringing the point-to-point physical data rate
of 12 Gbps to the effective 600 Gbps required by the most stringent scenario. Also, the
higher available data rate can be employed to account for any overhead introduced by
the MAC layer, which has been ignored in the present estimation.

Finally, it must be highlighted that the worst scenario, i.e., the scenarios requiring
the highest data rate, comprises benchmark algorithms (quantum volume, random cir-
cuit) that are speci�cally designed to stress the system performance, but do not neces-
sarily have a practical use. The other algorithms with practical applications (Cuccaro,
QFT) are much more structured, resulting in a 20� more relaxed requirement on the
data rate. Thus, additional work on the traf�c analysis could also relax the data rate
requirements. Also, any future improvement of the qubit coherence time will propor-
tionally relax the requirement on the communication latency and, hence, on the data
rate.
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3. RF Frequency Selection

3.1 Interference with Qubits

In this part, the impact of classical channels on the qubit will be analyzed in detail.
The aim is to provide a reference for the spectral mask design of the transmitter with a
negligible impact on qubits. This section is organized as follows: Sec.3.1.1 describes
the interference from the RF communication channel on the qubits, which is followed
by background information and how to map such interference on qubit operations.
In Sec.3.1.2, a theoretical model is presented used for the following calculation and
analysis. This is followed by the Power Spectrum Density (PSD) and power of spurious
tone calculation of the transmitter. Finally, the conclusion is drawn in Sec. 3.1.4.

3.1.1 Background

An overview of interference with qubits is shown in Fig.3.1, which illustrates the un-
desired impact of RF communication channel on qubits. The physical platform shown
here is based on the single-electron spin qubits, which is currently the technology used
in QUADRATURE.

For spin qubits, an external static magnetic �eld B0 shown in Fig.3.1 is applied
to resonate with the Larmor frequency of each qubit ! 0(/ B0). The range of ! 0 is
between 10GHz to 16GHz [33]. For single-qubit operation, a varying magnetic �eld
B(t) oscillating at the Larmor frequency is required. To generate this �eld, a varying
current or voltage in the driveline is required shown in Fig. 3.1 In the case of an
oscillating voltage, the required microwave is generated by modulating a carrier with an
envelope. The frequency of the carrier should be resonant with Larmor frequency i.e.
! c = ! 0, and the envelope jV j is proportional to Rabi frequency of qubit i.e. jV j / ! R .

Operating on a single qubit is equivalent to performing a rotation of the qubit state
in the Bloch sphere, as shown in 3.2. The rotation angle of operation (� = ! R � T) is
determined both by the amplitude (jV j) and duration (T) of the microwave wave pulse.

To evaluate the accuracy of an actual qubit operation, the �delity ( F ) is introduced,
which is 100 % in the case is perfect. In practice, in�delities( F 0 = 1 � F ) ranging
from 10� 2 to 10� 4 is more typical [8] required for fault-tolerant quantum computation.
In�delities are mainly limited by the non-idealities in the driving signal and physical
implementation of the qubit itself. In our project, if the interference from the RF channel
coupled with the driveline, it could be shown as an amplitude noise signal (�! R(t))
on the driveline.�! R(t) can be regarded as white noise with power spectral densities
SR(! ).

According to the status of the qubit operations, it can be divided into two cases:
qubit in operation and qubit in idle. The qubit �delities models are discussed as follows.
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Figure 3.1: A system-level view of RF channel and interference with qubits.
The purple chain indicates classical communication among different transceivers, and
the light purple chain means the power leakage from the classical channel to the qubits
shown in red. Such leakage could be coupled on the driveline of qubits, which will
degrade the state of the qubit. Finally, this interference will contribute to the in�delity
(F 0) of quantum operations illustrated in the Bloch sphere. Furthermore, each qubit
has a unique Larmor frequency (! 0;qi).

Figure 3.2: Control Signal and Bloch Sphere
.
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When a qubit is in operation, such interference can be modeled as �uctuations in
the envelope of the control signal, which means ! R(t) = ! R + �! R(t). The method
presented in Ref. [16] can be adopted to compute the in�delity as a function of the
noise spectrum. The in�delity model from Ref. [39] is shown in Eq.3.1

F 0
opt =

1
�

Z 1

! min

SR(! )
! 2

R
jHR(! )j2 d! (3.1)

where,jH (! )j2 is the intrinsic qubit �lter function, indicating that for different frequen-
cies, qubit has a different sensitivity. jHR(! )j2 can be expressed as:

jHR(! )j2 =
sin

�
� � �

2

� 2

� 2
(3.2)

where � = ! � ! 0
! R

is the frequency normalized to the Rabi frequency.
The amplitude response of the Qubit �lter for amplitude noise with frequency and

normalized coef�cient � are shown in Fig.3.3 and Fig/3.4. As shown, these responses
have a Band-Pass-Filter(BPF) characteristics.

Figure 3.3: Amplitude Response v.s. ! [rad/s] of qubit �lter for amplitude noise for
different rotation angles with ! 0 = 2 � � � 12GHz and ! R = 2 � � � 10MHz .

.

Another case is qubit in idle. If we run a quantum algorithm, qubit can be idle for
a while for quantum error correction or waiting for the operations on other qubits to
�nish. During the idle period, the interference could also be coupled on the driveline
as a noise signal to degrade the state of the qubit. The in�delity of qubit in idle is
shown as below:

F 0
idle =

1
�

Z 1

0
SR(! ) � jHn(! )j2 � d! (3.3)
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Figure 3.4: Amplitude Response v.s. � of qubit �lter for amplitude noise for different
rotation angles.

.

Where, jHn(! )j2 can be expressed as:

jHn(! )j2 = 2 �
sin2

� Tidle
2 � (! � ! 0)

�

(! � ! 0)2 (3.4)

The duration of qubit in idle is Tidle . The amplitude response is shown in Fig. 3.5.
Similarly, the response is also shown as a BPF characteristic.

Besides the noise, a spurious tone from the transmitter could also be directly cou-
pled on top of qubit Larmor frequency. The presence of such a tone will also reduce
the qubit �delities [39]. The in�delity due to spurs is shown as follows:

F 0
idle;spur =

1
4

� ! 2
spur � T2

idle (3.5)

where ! spur is the contribution of this tone to the un-desired Rabi frequency.
Since the noise in the band of interest can be approximated as white noise, equiv-

alent noise bandwidth(ENBW) can be introduced to simplify calculations. The results
based on the Ref. [39] are summarised in the Tab. 3.1. The in�delity of single-qubit
operation can be re-written as F 0 = 1

4SR(! )Topt, where Topt = j� j=! R is the duration
of the single-qubit operation. Considering the worst case, the minimum noise PSD
requirement should be calculated to meet the high-�delity qubit operations. Typically,
the duration of qubit in idle (Tidle � 10us is tens of qubit in operation(e.g. Topt � 0:1�s
for typical single-qubit X (� )gate)). Therefore, the noise PSD requirement of qubits in
idle is much higher than the case in operation. To simplify the calculation, the in�delity
of qubits in idle is used in the following modeling and calculation.
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Figure 3.5: Amplitude Response v.s. ! [rad/s] of qubit �lter in idle for amplitude noise
for different idle duration time

.

3.1.2 Theoretical Modeling

The transmit power spectral density(PSD) from the transmitter in a classical wireless
channel is ST x (! ). Considering the isolation loss (L) from the isolator, the energy
leaked to qubit can be expressed as SQ(! ) = ST x (! )=L.

The energy can be converted to the voltage spectral density of the �uctuations
(SV (! ) ) in the envelope for a qubit-driving microwave pulse.

SV (! ) = SQ(! ) � R0 (3.6)

where R0 represents the impedance of a transmission line and suppose such line here
is terminated with a matched resistor.

As discussed before, qubit �delity is in�uenced by the �uctuations( �! (t)) in the rabi
frequency ! R [Hz], which is proportional to the envelope amplitude of the microwave
driving pulse V[V]. They can related by the translation factor k[Hz=V] = ! R

jV j .
Then, combining translation factor k, with the formula 3.7, we can get the spectral

density SR(! )[Hz]of the noise signal applied to the qubit.

SR(! ) = SV (! ) � k2 (3.7)

According to the assumption in the previous section, qubit in idle, the more stringent
situation, is discussed here. The in�delity of the qubit in idle is:

F 0 = SR(! ) � Tidle (3.8)

Combining eq. 3.6 to 3.8, the in�delity of the qubit due to the noise PSD from the
classical wireless channel can be modeled as:
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Qstatus ENBW(=
R1

0

�
�
� H (! )

H max

�
�
�
2

d! ) jHmax j2
R1

0 jH (! )j2 d! F 0

Op. ! R
�
j� j

1
4 � 2 1

4 ! R � j� j 1
4SR(! ) j � j

! R

Idle(noise) 2�
Tidle

T2
idle =2 �T idle SR(! ) � Tidle

Idle(spur) 1
4 � ! 2

spur � T2
idle

Table 3.1: In�delity of the qubit in operation and idle
In this table, Qstatus presents the status of the qubit, either in OP:(single qubit operation)
or in Idle(idle gate); � is the rotation angle on Bloch sphere; noise power spectral
densities(PSD) by SR(! ); qubit intrinsic �lter by jH (! )j2; ENBW by equivalent noise
bandwidth; F 0 by in�delity.

F 0 =
ST x (! ) � R0 � k2 � Tidle

L
(3.9)

Similarly, the in�delity of the qubit due to spur � spur [dBm] from TX can also be modeled
as:

F 0 =
1
4

� spur

L
� R0 � k2 � T2

idle (3.10)

3.1.3 Speci�cation Calculation

With the model provided in Section 3.1.2, the transmitter PSD and spur calculation in
the classical wireless channel can now be derived. Compared with the reported most
stringent in�delity of F 0 = 1 � 10� 4 for fault-tolerant quantum computation, the in�delity
caused by wireless communication should be suf�ciently low to ensure qubit is in a
safe region during the RF communication. We assume F 0 = 1 � 10� 6 to quantify such
impact. Isolation loss (L = 20dB) from the classical to quantum channel is assumed.
Regarding the translation faction k(= ! R=jV j), the values provided assume a qubit
processor based on Voltage-Control driving way, where the amplitude(jV j) of 2mV at
the gate is required for a Rabi frequency(! R) of 1MHz (close to the value reported
in [19]). Therefore, the translation factor k can be calculated as:

k =
! R

jV j
= 5 � 108[Hz=V] (3.11)

Typically, the idle time of qubit operation is 10�s . In case of the reported maximum
Lamour frequency (! 0 = 12GHz) [33], the parameters mentioned above and �nal cal-
culated PSD and spur are shown in the Tab. 3.2

Fig. 3.6 shows the relation between Tidle and PSD of the transmitter, which matches
the theoretical analysis before. With a shorter idling time, the PSD requirement could
be relieved.

To further reduce the effect of interference on the qubit, the larger possible band-
width with the same PSD level is preferred in the design of the transmitter spectrum
mask. Here, we choose 20MHz (considering the maximum reported Rabi frequency
10MHz [33]) as the bandwidth requirement for the spectrum mask.
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Figure 3.6: Tidle vs ST x (! ) with F 0 = 1 � 10� 6

.

Figure 3.7: Reference of Transmitter Spectrum Mask
.
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Table 3.2: PSD Calculation Parameters and Requirement

PSD Requirement Calculation

F 0 1 � 10� 6
! 0 12GHz
L 20dB
R0 50Ohm
k 5 � 108[Hz=V]
Tidle 10�s
PSD (ST x (! )) -140.97 [dBm=Hz]
spur ( � spur ) -84.94[dBm]

3.1.4 Conclusion

In this section, the mechanism of interference with qubit is discussed. By theoretical
modeling with the qubit spectrum transfer function and in�delity, PSD and spur require-
ment of the transmitter are derived. Fig. 3.7 summarized the speci�cations required
for spectrum mask with qubit in�delity of 10� 6, which provides the reference for the
following transmitter speci�cation calculation.

3.2 Frequency speci�cation

We consider the following items to select the operating frequency of the cryogenic
transceiver.

• As discussed in the previous subsections, the output noise of the classical trans-
mitter at the resonance frequency of the quantum link must be low enough not to
affect the �delity of the quantum processor. Considering the required data rate
of 12 Gbps (concluded in 2.2) and employing 64-QAM modulation (see Chapter
5 for more explanation), the transmitter data bandwidth (BWRF ) is 2 GHz. The
transmitter's undesired emission at the �rst, second, and third adjacent chan-
nels is typically limited by the transmitter nonlinearity, and will be relatively large.
Consequently, there must be a frequency distance of at least 4� BWRF = 8 GHz
between the operating frequency of the quantum and classical links. In the last
project meeting in Dublin, the operating frequency of the quantum link is decided
to be � 20 GHz considering the dimention of the waveguides connecting different
quantum cores. As a result, the operating frequency of the classical link must be
either below 12 GHz or above 28 GHz to have a minmum impact on the �delity of
the quantum link.

• Unfortuantely, the size of an on-chip antenna becomes impractically large at an
operating frequency below 12 GHz. For example, considering a dielectric con-
stant of 4, and a substrate thickness of 300 � m, the dimension of a patch an-
tenna will be about 6mm� 8mm, 10 times larger than the transmitter core area,
thus increasing the system cost signi�cantly. Moreover, it would be extremely
challenging to achive such a large data bandwidth at such a relatively low carrier
frequency. Consequently, the operating frequency of the classical link should be
above 28 GHz.
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Figure 3.8: Ef�ciency of state-of-the-art CMOS power ampli�ers at their 1-dB power
compression points versus their operating frequencies.

• It is worth mentioning that the operating frequency range of cryogenic probe sta-
tions of EPFL and TUD labs is below 40 GHz. Consequently, operating at an
operating frequency above 40 GHz is not wise and would cause many measure-
ment uncertainties and challenges. .

• Fig. 3.8 shows the ef�ciency of state-of-the-art CMOS power ampli�ers at their 1-
dB power compression points versus their operating frequencies. Clearly, the PA
ef�ciency starts dropping signi�cantly at the frequencies above 40 GHz, mainly
due to the power gain reduction of CMOS transistors. Since the cooling power of
the dilution fridge is limited, the transmitter's ef�ciency must be maximized, and
an operatig frequency of 28-30 GHz is chosen for the classical link.
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4. Channel model

This chapter provides a �rst approach for communications in cryogenic temperatures in
a quantum package. We summarize the structure design and the possible alterations
that could be made to the geometry of the package to provide isolation to the qubits
while having a functional traditional wireless channel. All simulations were made using
CST MWS [2]. From there, we can proceed to extract the channel and perform its
characterization based on path losses and delay spread.

4.1 Wireless channel in a computer chip

The base structure to observe the in�uence of temperature in the wireless channel is
a functional �ip chip package at a frequency of 60 GHz. We model the �rst cryogenic
channel in this structure because of its simplicity and our previous experience working
with it.

The structure is made stacking layers of copper and dielectric. From top to bottom,
the layers are heat sink and heat spreader, both to dissipate the heat of the structure
because of their thermal conductivity. Follows the silicon die, made of bulk silicon for
the operation of transistors. The material of this layer is harmful to the electromagnetic
propagation around the package. The insulator layer is made of silicon dioxide (SiO2),
and separates the silicon die from the interconnect layers, which are made of copper
[27].

The �ip chip is also surrounded by a metallic enclosure. This converts the wireless
channel into a reverberation chamber. The energy will bounce around the structure
and create notches in the channel response in frequency and time. However, since
all the architecture, node placement, and geometry are known beforehand and remain
static after implementation, we have the leverage of having an almost deterministic

Figure 4.1: Schematic of the layers of a �ip-chip package [3].
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Table 4.1: Characteristics of the layers in a �ip-chip package and default dimensions.
" r is the relative permittivity of the material, tan(� ) is the loss tangent, and � refers
to the conductivity. PEC stands for perfect electrical conductor (lossless material of
in�nite conductivity) [36].

Thickness Material " r tan(� ) �
Heat sink 0.1–0.5 mm Aluminum PEC PEC PEC
Heat spreader 0.1–0.5 mm Aluminum Nitride 8.6 3�10-4 –
Silicon die 0.5 mm Bulk Silicon 11.9 – 10 
 �cm
Insulator 10 � m SiO2 3.9 0.025 –
Bumps 87.5 � m Cu and Sn PEC PEC PEC
Redistribution layer 3 � m Copper PEC PEC PEC
PCB 0.5 mm Epoxy resin 4 – –

and invariant channel. This knowledge allows an accurate pre-characterization of the
channel, easing the compensation tasks of the channel impairments.

For this setting, we compare the channel and the EM propagation for a �ip chip
at room temperature and the same structure at cryogenic temperatures. Since CST
does not take into account temperature when simulating, we must model the behavior
at cryogenic temperatures by modifying the characteristics of the materials. Low tem-
peratures in�uence the electric conductivity and the losses of the materials, while the
matter parameters (permittivity and permeability) remain almost constant. The metals
will become superconductive and the losses on the silicon and aluminum nitride in the
structure will be negligible. Therefore every metal for the structure at 4 Kelvin will be
modeled as a perfect electric conductor (PEC), and the dielectrics will be modeled as
lossless materials. This approach is not entirely accurate but it provides a fair enough
approximation with low computational costs. To perform the EM propagation we use
16 monopole antennas, that are placed through the silicon and feed from the metal
layers below.

In Figure 4.2 we can see the difference in the behavior for both setups. It is clear
that for room temperatures, the channel will be less notchy, thanks to the lossy nature
of the bulk silicon, that absorbs a large portion of the radiation paths. This makes for
low delay spread but a largely attenuated channel leading to power de�cit in trans-
mission. The opposite occurs when considering the materials as perfect conductors
or with negligible losses. The channel becomes notchy and enlarges due to the high
amounts of paths bouncing on the structure. In this case, we deal with a reverberant
channel with low path losses but enlarged due to the delay spread. In �gures 4.2a
and 4.2b we can see insets of the EM �eld for both temperatures. This �eld distribu-
tion matches with what is inferred from the S parameters. In the lossy material. the
landscape is almost blue with a small amount of waves going around the geometry. In
the other case, we �nd many spots of �eld concentration because of the reverberant
nature and low path losses given by low temperatures.

This approach has allowed us to have �rst-hand knowledge of the behavior of the
channel at cryogenic temperatures. When moving to a quantum package design, it is
expected that the wireless channel will behave similarly.
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(a) Channel and EM �eld, room
temperature.

(b) Channel and EM �eld, cryogenic
temperatures.

(c) Delay spread (d) Path losses

Figure 4.2: Channel behavior and characterization for room and cryogenic
temperatures

4.2 Quantum package design

Once we know what to expect when transmitting in an almost-perfect environment
we proceed to model a geometry of the quantum package based on the structure
presented in the proposal, see �gure 4.3.

Figure 4.3: Proposal of the quantum cavity

The system requirements for the transceiver design de�ne a frequency of operation
of 28 GHz. We adopt this frequency for our wireless channel design. The monopole
antenna that was used at 60 GHz is reusable since the new frequency is approximately
a harmonic and will radiate properly. The superconductive waveguide for the qubit
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transmission will be modeled as a PEC cavity �lled with vacuum. We do this to have
a more realistic model of what we want, however, our priority is the wireless channel
characterization, and we focus on that. Also, isolating the qubit from the channel
reverberance is one of our major concerns and we address this with some changes
in the design. To simulate transmission in cryogenic temperatures, we repeat the
approach explained in the previous section, and model every material as perfect and
lossless.

Figure 4.4: Quantum Package in CST

What was simulated in CST can be seen in Figure 4.4. Though this is not seen
in the �gure, the whole structure is surrounded by a metal cavity �lled with vacuum,
that covers the chiplets and a portion of the cooler plates. From top to bottom, we
have metallic cooler plates (PEC). Next the chiplets, based on the �ip chip structure,
with two layers, one of silicon, and the other of (SiO2), both lossless. The last layer
represents the superconductive waveguide. Under each cooler plate, we have two
chiplets. One of them is exclusively dedicated to passing the qubits to the waveguide
(Qchiplet). The other (RFCryo) is augmented with the monopole antenna and used for
wireless transmission.

Right under the QChiplet, there is an opening that connects to the inside of the
waveguide, which is used for the qubits transit. We place an antenna in the aperture,
to measure how the wireless channel radiation will affect the QChiplet, see Figure
4.5a, the antenna in the opening is represented by a red arrow.

(a) S parameters in the aperture. (b) EM �eld in the aperture.

Figure 4.5: Isolation of the QChip

The S parameters shown in Figure 4.5a prove that when the RF antenna radiates,
the energy that reaches the aperture is low, and we seem to have decent isolation
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values. Moreover, we place a �eld probe in the aperture to check the amount of EM
�eld that is leaking towards the waveguide see Figure 4.5b. Our results conclude that
there is a nice isolation between the QChiplets and the classical wireless channel.
However, since the qubits are quite unstable, these values might not suf�ce and can
jeopardize the entire system.

One approach that could improve these values is shielding the entirety of the
QChiplet, to re�ect unwanted radiation. This alternative was simulated by us in CST
see Figure 4.6.

(a) S parameters in the aperture. (b) EM �eld in the aperture.

Figure 4.6: Isolation of the QChip

The results show that surrounding the QChiplet with metal has a positive in�uence
on the amount of energy that will leak into the quantum cavity. It is worth mentioning
that the notches in frequency and enlargement in time are still present, though not
visible in the images due to their values.

4.3 Conclusions

We have done full wave characterizations of the system to model a classical wireless
channel within a functioning quantum package. Our approach was based on the pre-
vious knowledge and work developed on computer chips. First, the characterization
was done by assessing how materials deliver and behave in cryogenic temperatures.
Moving forward, the materials were used in a structure assumed from the proposal
data. Our results prove the reverberant nature of the wireless channel in a quantum
package and the isolation possibilities of the Qchiplets.
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5. Link Budget

As indicated in Table 2.1, achieving a data rate of 12 Gbps would facilitate direct sup-
port for an 8-core processor with a �delity of 99.9%, representing a notable advance-
ment in the �eld of quantum computing. Considering the limitations imposed by the
power budget, the target data rate of the transceiver has been established at 12 Gbps.

This chapter will calculate the cryogenic mmWave transceiver's link budget based
on the system-level analysis in Chapter 2 and Chapter 3, as shown in Table 5.1.

Table 5.1: System Requirements

System Requirements

Maximum data rate(bit rate) 12Gbps
Operating frequency 28GHz
Maximum distance 0:1m

5.1 Free Space Path Loss

The distance between the two transceivers is a maximum of 0.1 m, as shown in Fig.
1.1. Firstly, it is important to determine the carrier frequency. Opting for a higher fre-
quency can result in a smaller antenna, but it also leads to more path loss. On the
other hand, a lower frequency can achieve less path loss, but it results in a bigger
size that is not ideal for scaling the entire system. Therefore, it is crucial to choose a
moderate frequency that strikes a balance between antenna size and path loss. Addi-
tionally, the in�uence of leakage signals from the transceiver on the qubit cavity must
be carefully evaluated, in line with the detailed analysis presented in Chapter 3. After
considering various factors, we have decided to use a carrier frequency of 28GHz for
our application. This particular frequency band is also used for 5G communication and
our testing instrument supports it. Additionally, we have ample experience in IC design
for this frequency range. The 28GHz frequency can accommodate a large bandwidth,
which is necessary for our application. The size of the single patch antenna is about
4mm. Lastly, the path loss at this frequency is within acceptable limits. According to
equation (5.1), the path loss can be calculated. The free space path loss is 41:4dB at
28GHz, as shown in Figure 5.1.

FSPL = 20 log10(d) + 20 log10(f c) + 20 log10

�
4�
c

�
(5.1)

where d represents the distance, f c is the carrier frequency, and c is the speed of
light.
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Figure 5.1: Free space path loss at 28 GHz

5.2 Selection of Modulation

In order to select the appropriate modulation, it is necessary to consider factors such
as multipath effects of wireless signal transmission, inter-symbol interference, and sig-
nal bandwidth. For this, it is necessary to introduce the concepts of delay spread and
coherent bandwidth.

Similar to commercial wireless communication, multipath propagation effects in
quantum computer packages cause signal dispersion due to �nite package bound-
aries. Each path has its own delay, and dispersion in time domain leads to a form of
intersymbol interference. Delay spread is an indicator measuring the multipath char-
acteristics of wireless communication channels. It is usually de�ned as the difference
between the arrival time of the earliest arriving component and the arrival time of the
latest multipath component. Delay spread is a random variable, and its standard de-
viation is a common measure for it. This measure is widely known as the root mean
square delay spread � � . Coherent bandwidth Bc is a statistical measure indicating the
frequency range over which the channel can be considered �at. This means that the
receiver obtains all spectral components with approximately the same gain and linear
phase [15]. All frequency components of the transmitted signal will fade simultane-
ously within the coherent bandwidth. Coherent bandwidth is inversely proportional to
delay spread as equation (5.2).

Bc = 1=� � (5.2)

Delay spread � � and coherent bandwidth Bc are parameters describing the dis-
persion in time-domain characteristics of wireless channels. Their values relative to
the bandwidth BW of the transmitted signal and the symbol duration Ts can help de-
termine whether the channel experiences �at fading or frequency-selective fading. In
short, if the bandwidth of the transmitted signal is less than the coherent bandwidth,
frequency-selective fading caused by delay spread can be neglected.

The dispersion within the quantum computing package can be analyzed through
the approximation provided by the chamber model. This model conceptualizes the
wireless links as being enclosed within a metallic container. The root mean square
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delay spread � � is calculated using certain material parameters of the chamber. This
calculation involves a variety of factors as follows [13]:

� � =
1

2�fS Q
(5.3)

Here, SQ denotes the aggregate of the reciprocals of the different Q-factors. These
factors incorporate considerations for the electromagnetically absorptive materials present,
the apertures in the chamber, the conductive properties of the chamber walls, and the
dimensions of the antennas. The aperture Q factor becomes relevant only in scenar-
ios where signi�cant openings exist in the chamber walls. Therefore, for calculations
pertaining to a package, it is suf�cient to include only the wall and antenna-related Q
factors [21]. The Q factor associated with the chamber walls is given by

Qwall =
3V

2� r �S
(5.4)

and for the antenna, it is de�ned as

Qantenna =
16� 2V
m� 3

(5.5)

where V represents the cavity volume (d � d � h), S is the surface area (2d2 + 4hd),
� r = � w=� 0 denotes the relative wall permeability (with � w as the actual wall perme-
ability and � 0, the permeability of free space), m is the antenna impedance mismatch
factor (assumed to be 1 for a perfect impedance match), and � is the skin depth, cal-
culated as 1=

p
�f � w � w with � w representing the wall conductivity. For materials that

are non-ferric, it is standard to assume that � w = � 0.
If we assume the dimensions of the package are 0:1m� 0:1m� 0:002m, one can ap-

ply equation (5.2)-(5.5) to determine the relationship between the operating frequency,
the delay spread and coherent bandwidth, as shown in Fig. 5.2. Given an operating
frequency of 28GHz, and the corresponding delay spread and coherent bandwidth
are 7:4ns and 135MHz , respectively, it would be advisable for the bandwidth of the
transmitted signal to be less than this coherent bandwidth.

(a) The relationship between operating
frequency and RMS delay spread.

(b) The relationship between operating
frequency and coherent bandwidth.

Figure 5.2

With a maximum bit rate of 12 Gbps according to Table 5.1, the relationship be-
tween the signal's bandwidth and the data rate could be approximated by the equation
(5.6).
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BW � BitRate=log2(M ) (5.6)

where M represents the order of modulation. If a 64-QAM modulation signal is
used, the signal bandwidth calculated according to equation (5.6) is approximately
2GHz. Consequently, the signal is inevitably subject to frequency selective fading.
To mitigate this issue, Orthogonal Frequency Division Multiplexing (OFDM) technol-
ogy can be utilized. This approach is distinct from employing a single carrier with
64-QAM modulation, which necessitates a bandwidth of 2 GHz. Utilizing OFDM with
multiple carriers allows for the division of the total 2 GHz bandwidth across several sub-
channels. This division ensures that the bandwidth of each sub-channel remains be-
low Bc, below which frequency selective fading becomes negligible. Therefore, within
each sub-channel, the effects of frequency selective fading can be considered negligi-
ble. In conclusion, 64-QAM OFDM modulation is a reasonable and feasible modulation
scheme.

5.3 Sensitivity Calculations

Equation (5.7) provides the sensitivity on the receiver side.

Sensitivity = 10 log(kT) + NFRX + 10 log(BW ) + SNRmin (5.7)

where T, NFRX , BW , SNRmin denotes environmental temperature, the noise �g-
ure of the receiver, signal bandwidth, and minimum signal-to-noise ratio required by
the system. k is Boltzmann constant, is 1:38� 10� 23 J=K .

At a bit-error rate of 10� 6, the simulated SNRmin for different modulations in additive
white Gaussian noise (AWGN) are shown in Fig. 5.3. The 64-QAM signal stipulates a
minimum Signal-to-Noise Ratio (SNR) of 27 dB, positioned between the SNR require-
ments for 4-QAM and 256-QAM.

The estimated noise �gure of the receiver in this frequency is 5dB at room tem-
perature [38] [20]. However, the transceiver in QUADRATURE project operates at 4K.
The noise �gure and thermal noise kT are lower than those at room temperature. To
estimate the noise �gure at 4K, the concept of noise temperature is introduced. The
relation between noise �gure and noise temperature is shown in the equation (5.8).
At room temperature, the noise �gure of 5dB is converted to a noise temperature
of 627:1K . This temperature then decreases by a factor of four [34], resulting in an
expected TNoise of 156:8K . Finally, the expected noise temperature needs to be con-
verted to noise �gure at TRef of 4K to calculate the sensitivity. The calculated sensitivity
is � 56:6dBm at 4K and � 49:0dBm at room temperature.

TNoise = TRef �
�

10
NF ( dB )

10 � 1
�

NF (dB) = 10 � log(
TNoise (K )

TRef (K )
+ 1)

(5.8)

5.4 Output Power and EVM TX

After obtaining the sensitivity requirements of the receiver, the required output power
can be calculated according to the equation (5.9).
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Figure 5.3: BER vs. SNR

PRX = PT X � FSPL � Implementation Loss + GT X + GRX (5.9)

The Required Output Power � PT X + PAPR + margin (5.10)

where PRX , PT X , GT x , GRx represent the received signal power at the receiver, the
transmitter output power, the transmitter antenna gain, and the receiver antenna gain.
PRX should equal or be larger than the sensitivity to ensure the effectiveness of signal
reception. The antenna gain GT X , GRX are 3 dBi [20]. Implementation loss is around
6 dB, including the loss of transmitter to antenna and antenna to receiver. According
to equation (5.9), the calculated PT X is � 15:2dBm.

Furthermore, the required output power of the transmitter is de�ned in equation
(5.10), wherein PAPR denotes the peak-to-average power ratio of signals. Disregard-
ing pulse shaping, the PAPR for a 64-QAM signal is quanti�ed at 3:7dB. A margin
of 10dB is adopted, considering the potential employment of orthogonal frequency di-
vision multiplexing (OFDM) modulation technique, which is known to induce a higher
PAPR. Therefore, to ensure a robust link, the transmitter's output power should deliver
� 1:5dBm output power.

Another critical metric for the transmitter is the error vector magnitude (EVM), which
quanti�es the deviation of the transmitted signal from the ideal reference signal. Fac-
tors such as the transmitter's internal noise and distortion can degrade the EVM. More-
over, EVM has an approximate mathematical correlation with the SNR, which can be
expressed as an equation (5.11). The receiver stipulates a minimum SNR of 27dB,
and with an estimated noise �gure for the receiver at 5dB, this leads to a derived
threshold where the transmitter's EVM must not exceed � 32dB for acceptable perfor-
mance.

SNR = � 20log(EV MRMS ) (5.11)
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5.5 Conclusion

Based on the system-level analysis and the system-level requirements obtained from
the �rst two chapters, by calculating and analyzing the path loss, modulation, and
receiver sensitivity, the �nal requirements, such as the transmitted signal EVM, trans-
mitter power requirements, transceiver bandwidth requirements, and receiver noise
�gure are obtained, as shown in Table 5.2.

Table 5.2: Link budget

Link budget

EV MT X � � 32dB
Bandwidth � 2GHz
Pout � � 1dBm
Modulation 64-QAM OFDM
RX NoiseF igure � 5dB
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6. Mapping the speci�cations on the trans-
mitter design

Through the calculation of the link budget in the previous chapters, the requirements of
the transmitter, such as the EVM of the transmitted signal, output signal power, signal
modulation method, and bandwidth, have been determined. This chapter will analyze
the speci�c parameter requirements of the transmitter design.

A conventional I/Q transmitter consists of two signal pathways that are orthogonal
to each other: the in-phase (I) component and the quadrature (Q) component. The
transmitter's output signal, RFout, is the composite of these two components. In this
structure, X BB;I represents the baseband signal in the In-phase (I) path, and X BB;Q

denotes the baseband signal in the Quadrature-phase (Q) path. ! c is the carrier fre-
quency, which is typically much higher than the working frequency of the baseband.
These signals undergo up-conversion in a mixer, culminating in the �nal output of the
RF signal, which is de�ned by RFout = X BB;I � cos(! ct) � X BB;Q � sin(! ct) .

Figure 6.1: Conventional I/Q transmitter block diagram

For the analysis of complex signals including both in-phase and quadrature-phase
components, the employment of a constellation diagram is essential, as depicted in
Fig. 6.2a. The x-axis symbolizes the in-phase signal, while the y-axis corresponds to
the quadrature-phase signal. In the case of an ideal output signal, the blue reference
symbol in Fig. 6.2b should occupy the precise intended position. However, actual
symbols, due to noise or distortion, might stray from the ideal positions on the con-
stellation, as illustrated by the red measured symbol in Fig. 6.2b. This displacement,
termed as the error vector, quanti�es the deviation of a symbol on the constellation
diagram. Summing all the error vectors yields the error-vector-magnitude, as de�ned
by equation (6.1), where N denotes modulation order and N itr denotes the number of
iterations for each point.
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EVM is an essential speci�cation for the quality of the transmitted signal. It is a
parameter used to evaluate the �delity of a signal in communication systems, denoting
the variance from the actual transmitted signal to the idealized one.

(a) (b)

Figure 6.2: Constellation Diagram

EV MRMS =

q P N
i =1

1
N itr

(eref (i ) � emeas (i ))2

q P N
i =1

1
N itr

(eref (i ))2
(6.1)

Various factors can contribute to a symbol's displacement from its ideal location,
subsequently degrading the EVM, shown as Fig. 6.3. These include quantization noise
emanating from digital-to-analog converters, phase noise arising from the local oscil-
lator, leakage known as LO feedthrough (LOFT), the mismatch between the In-phase
(I) and Quadrature-phase (Q) path, and the non-linear characteristics of the power
ampli�er. It's worth noting that group delay variations, which mainly come from �lters,
can have a signi�cant adverse effect on EVM due to the transmitter's operation over
a wide bandwidth. Moreover, since the factors contributing to the degradation of the
EVM are unrelated, the cumulative EVM for the transmitter can be represented by the
equation (6.2), where EV MQN , EV MP N , EV MLOF T , EV M IQmis , EV MP A , EV MGDV

respectively represent the deterioration of EVM caused by DAC quantization noise,
phase noise of the local oscillator, feedthrough of the local oscillator, I/Q mismatch,
non-linearity of PA, and group delay variation in the transmitter. Regarding the design
of the transmitter, key performance indicators, including I/Q mismatch, LO feedthrough,
the nonlinearity of the PA, and variations in group delay, are of signi�cant importance.
Consequently, this section is dedicated to a detailed analysis of these aspects.

EV MT X =
q

EV M 2
QN + EV M 2

P N + EV M 2
LOF T + EV M 2

IQMis + EV M 2
P A + EV M 2

GDV

(6.2)

6.1 I/Q Mismatch and LO Feedthrough

In radio transceiver design, the direct-conversion architecture, shown in Fig. 6.4, is
popular due to its simplicity and �exibility. However, this design is prone to the inherent
mismatch between the in-phase (I) and quadrature (Q) signal paths. Particularly at
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Figure 6.3: Conventional I/Q transmitter block diagram and

millimeter-wave frequencies, the parasitic effects of interconnections, mismatches in
electronic components, and elevated frequencies of the local oscillator are likely to re-
sult in substantial phase mismatch � � and amplitude mismatch � . These mismatches,
which are unavoidable in practical implementations, lead to insuf�cient suppression of
image signal [6], creating interference, as shown in Fig. 6.5. Moreover, as a result of
the in�uences of � � and � , the output signal RFout is obtained, expressed as equa-
tion (6.3). These mismatches lead to a displacement of the actual transmitted symbol
from its ideal position, as depicted in Fig. 6.6. Therefore, such I/Q mismatches can
signi�cantly degrade the EVM performance of the transmitter. In order to obtain the re-
lationship between phase mismatch, amplitude mismatch, and EVM as shown in Fig.
6.7, where the x-axis represents the magnitude of phase mismatch, the y-axis repre-
sents the magnitude of amplitude mismatch, and the contours in the graph indicate
the magnitude of EVM. For example, to achieve as small an EVM value as possible,
one can choose the green and blue areas in the graph. To achieve an EVM less than -
40 dB, the amplitude mismatch needs to be less than 0.2 dB, and the phase mismatch
needs to be less than 1� . In the direct-conversion modulators, the I/Q transmitter's
analog baseband circuitry exhibits DC offsets. These offsets in the I and Q paths can
lead to leakage of the LO signal into the RF output, thereby contributing additional LO
power in direct upconversion transmitters. On the constellation diagram, LOFT mani-
fests as horizontal and vertical shifts, as depicted in Fig. 6.8. This LOFT consequently
worsens EVM performance. The degradation of the EVM caused by LO feedthrough
can be described by the equation (6.4), where PLO;leak refers to the power of the local
oscillator signal that leaks into the output, and POUT;avg is the average output power.

Furthermore, the leaked LO signal can potentially cause interference in adjacent
channels, as illustrated in Fig 6.5.

RFout = X BB;I

�
1 +

�
2

�
cos

�
!t +

� �
2

�
� X BB;Q

�
1 �

�
2

�
sin

�
!t �

� �
2

�
(6.3)

EVM LOFT =

s
PLO ; leak

POUT avg
(6.4)
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Figure 6.4: I/Q mismatch in direct-conversion transmitter

Figure 6.5: Image and LO feedthrough in direct-conversion transmitter

Figure 6.6: Impact of I/Q mismatch in constellation diagram
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Figure 6.7: The relation between I/Q mismatch and EVM(dB)

Figure 6.8: Impact of LO feedthrough in constellation diagram
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6.2 Power Ampli�er Non-linearity

In conventional transmitter designs, the primary form of nonlinearity is Power Ampli�er
(PA) Amplitude Modulation to Amplitude Modulation (AM/AM) compression. This type
of compression affects the magnitude of the combined In-phase (I) and Quadrature (Q)
signals. At the PA input, the input symbol is u(t) = Icos(!t ) � Qsin(!t ), and its mag-
nitude and phase of each symbol is A =

p
I 2 + Q2 and � = tan � 1( Q

I ). Considering a
classic differential ampli�er as shown in Fig. 6.9a, as Vin 's amplitude increases, when
Vin + becomes signi�cantly more positive compared to Vin � , transistor M1 is ”on”, while
M2 is turned off. The entire current from the current source I SS is directed towards
M1, resulting in Vout+ equalling VDD minus I SS times RD , and Vout � equalling VDD .
Consequently, Vout becomes � I SSRDD under these conditions. Conversely, when Vin �

is signi�cantly more negative than Vin + , Vout becomes + I SSRDD . Thus, with increasing
the amplitude of Vin , the output Vout fails to achieve the desired ampli�cation, as de-
picted by the blue dashed line in Fig. 6.9b. Instead, a clipped red curve is observed.
Owing to the differential nature of the circuit, only even harmonic components are rel-
evant. The output voltage for AM/AM distortion is described by equation (6.5), where
a1 is the linear gain, a3 is the third term related to PA AM/AM distortion.

(a) Conventional Differential Ampli�er
(b) Differential input-output characteristics

of a differential pair

Figure 6.9: PA AM/AM Distortion

y(t) = a1u(t) + a3u3 (6.5)

Fig. 6.10a illustrates the concept of the 1dB compression point. This point is
de�ned as the level of input signal at which the gain decreases by 1 dB. When the
relationship between the input and output levels is plotted on a log-log scale, the output
level, denoted as Pout , is observed to be 1 dB below its ideal linear response at the 1dB
compression point. Within the nonlinear model represented by equation (6.5), this

speci�c 1 dB compression point is quanti�ed as Pin; 1dB =

r

0:145
�
�
� a1

a3

�
�
� , and OP1dB =

Pin; 1dB + 20log(ja1j) � 1.
Furthermore, the output signal tends towards greater linearity as the input signal

decreases below the OP1dB threshold. The term 'Power back-off (PBO)' is de�ned
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as PBO = OP1dB � Pout . The relationship between power back-off and the EVM is
delineated by equation (6.6), wherein 'C1' denotes a constant value that correlates
with the modulation scheme. (For instance, 'C1' is 6:9dB for 64-QAM and 8dB for
16-QAM.) As shown in Fig. 6.10, an increase in power back-off is correlated with an
improvement in EVM. To achieve � 40dB EVM, a power back off of 13dB is required.

(a) De�nition of 1-dB compression point
and Power back-off

(b) The relationship between PBO and
EVM

Figure 6.10

EV M (dB) = � 2(OP1dB � Pout + C1) (6.6)

Amplitude Modulation to Phase Modulation (AM/PM) conversion can be understood
as the dependency of the phase shift on the signal amplitude. Essentially, for an input
signal represented as u = Aej� 0 , the fundamental output component can be described
by y = Aej ( � 0+�) , and the AM/PM conversion is determined by equation (6.7), where A
is the input amplitude, and c2 and c4 is the coef�cient determined by circuit. This implies
that AM/PM conversion is likely to occur in systems that exhibit both dynamic and
nonlinear characteristics. While AM-AM conversion is typically a result of compression
in ampli�er gain, amplitude-dependent phase distortion, or AM-PM, may begin to occur
even prior to the onset of gain compression.

In the case of the transistor depicted in Fig. 6.11, the main parasitic capacitances
are Cgs and Cds. Variations in Vin result in corresponding �uctuations in Cgs and Cds,
as illustrated in Fig. (6.12). It is evident that the variations in the values of Cgs and
Cds are contingent upon the amplitude of the input signal. Importantly, these variations
are not symmetrical with respect to a speci�c value, denoted as C0. This asymmetry
introduces an input-dependent term to the phase shift of the fundamental frequency
component [35].

� = c2A2 � c4A4 (6.7)

To derive the coef�cients c2 and c4, it is necessary to perform a large-signal, AC
simulation that yields the phase relationship between the input voltage and output volt-
age, as depicted in Fig. 6.13. Subsequently, these simulation results must be �tted
using a speci�c formula. This process ultimately facilitates the determination of the
values for c2 = 1:3755and c4 = 3:7644. Hence, the equation that de�nes the rela-
tionship between AM/PM can be ascertained. Subsequently, it becomes imperative to
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